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In the current digital era, the increasing public interest in searching for 

information about travel destinations necessitates an effective and accurate 

search system. However, search results for travel destination articles often 

yield irrelevant or inadequate outcomes. To address this issue, this paper 

proposes applying the Term Frequency-Inverse Document Frequency (TF-

IDF) algorithm and Cosine Similarity in the search feature for travel 

destination articles. By employing these algorithms, the search system is 

anticipated to deliver more relevant and accurate results according to user 

needs. This research contributes to developing an effective search system for 

travel destination articles, assisting users in obtaining relevant and high-

quality information about the destinations they are searching for. The 

methodology involves collecting data on travel destination articles, 

implementing the TF-IDF algorithm to evaluate term importance, and 

utilizing Cosine Similarity to measure the similarity between articles and user 

queries. The study results demonstrate that implementing the TF-IDF 

algorithm and Cosine Similarity in the search feature for travel destination 

articles enhances the accuracy and relevance of search results. Users can 

quickly discover articles that align with their queries, improving their search 

experience. In conclusion, this research highlights that applying the TF-IDF 

algorithm and Cosine Similarity in the search feature significantly improves 

the accuracy and relevance of search results for travel destination articles. 

This enhances the search experience for users seeking information about 

travel destinations.   
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1. INTRODUCTION  

Information Retrieval is the core of various real-world applications, such as digital libraries, expert 

discovery, web search, etc. Fundamentally, Information Retrieval obtains relevant information resources 

from an extensive collection based on information needs. Since multiple relevant resources exist, the returned 

results are typically ranked based on relevance [1]. In Information Retrieval, each word or term is assumed to 

be a different dimension, and documents are represented as vectors where the value of each dimension 

corresponds to the frequency of that term in the document [2]. 

Information retrieval aims to provide the most relevant results to the user's information needs from the 

available database. This process involves determining the best information that matches the user's request. 

Users can obtain relevant and valuable information with a good understanding and implementation of 

information retrieval [3]. 

The previous research on the development of an information system for the processing of research and 

community service activities (PKM) with the implementation of the Cosine Similarity algorithm has 

provided a strong foundation for the current research titled "Application of TF-IDF and Cosine Similarity 

Algorithms on Tourism Destination Article Search Features." The previous research demonstrated that using 

the Cosine Similarity algorithm in detecting content similarity successfully addressed the issue of proposal 

similarity in research [4].  
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In addition, this research also refers to the implementation of TF-IDF weighting and cosine similarity 

algorithms in the SiPaGa application [5], which has provided a strong foundation for the current research 

focusing on applying these algorithms in the tourism destination article search feature. By applying the TF-

IDF and Cosine Similarity algorithms to the tourism destination article search feature, the current research 

aims to enhance the accuracy and relevance of the search results for tourism destination articles. Building 

upon the foundation laid by the previous research, it is anticipated that the current research will further 

contribute to developing improved tourism destination article search features. 

The current research aims to develop and implement the TF-IDF and Cosine Similarity algorithms in 

the tourism destination article search feature. Building upon previous research, this study seeks to enhance 

the accuracy and relevance of search results for tourism destination articles. By applying TF-IDF weighting 

and Cosine Similarity calculations, this research will provide an effective method to identify and retrieve 

articles that align with user search queries. Additionally, this research is expected to contribute to developing 

improved tourism destination article search features, offering users a more efficient and accurate search 

experience. Through this study, it is anticipated that solutions can be found to enhance the effectiveness of 

tourism destination article searches and provide more significant benefits to users. 

 

2. METHOD  

The writers utilized various techniques in this study, such as text preprocessing, term weighting, Term 

Frequency-Inverse Document Frequency (TF-IDF), and cosine similarity. 

 

2.1. Text Preprocessing 

 

Unstructured textual data requires several initial stages in text mining to prepare the text into a more 

structured form. One of the implementations in text mining is the text preprocessing stage[6]. In Text 

Mining, data preprocessing is used to uncover exciting and significant knowledge from unstructured textual 

data [7]. The text preprocessing stage also involves selecting and eliminating meaningless words [8]. Four 

standard stages in text preprocessing are considered: stopword removal, stemming, case folding, and 

tokenization [9].  

 
1. Case folding: Case folding is performed to convert all characters in the text to lowercase for uniformity 

[5].  

2. Tokenizing: This process is carried out to separate the text into individual features (tokens) that will be 

processed by the system [5]. The removal step is performed on whitespace characters during this 

process as they do not influence the text preprocessing stage [10]. 

3. Stopword: This stage selects important words from tokenization results or removes words considered 

less important in text mining [5].  

4. Stemming: Stemming aims to transform a word into its base form by removing all word affixes [5]. In 

other words, stemming is changing the word form into its base form by removing prefixes and suffixes, 

enabling a more optimal text mining process [10]. 

Text preprocessing plays a crucial role as the first stage in the workflow [11]. Each step in text 

preprocessing can be adjusted according to the type and condition of the data. The text preprocessing steps 

generate a collection of words that will be used as an index [10].  

 

2.2. Term Weighting 

Term weighting is a process of converting the indices or features resulting from preprocessing textual 

data into numerical data by assigning values or weights to each word. The output of the term weighting 

process can be used in the classification process. One of the methods used is raw-term frequency weighting, 

which measures the weight of a word in a document based on its frequency of occurrence in that document. 

This can be seen in Equation (1). 

            (1) 

Where      represents the weight of word   in document 𝑑, and      is the frequency of occurrence of 

word   in document 𝑑 [10]. Furthermore, to obtain the weighted value of each word in the data being used, 

word weighting is performed based on Term Frequency-Inverse Document Frequency (TF-IDF) [12]. 

 

2.3. Term Frequency – Inverse Document Frequency (TF-IDF) 

The TF-IDF (Term Frequency-Inverse Document Frequency) process involves assigning values to each 

term or feature by calculating the Term Frequency (TF), then calculating the Inverse Document Frequency 
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(IDF), and finally computing the TF-IDF value. The weight or value of each feature that has been calculated 

is used for the subsequent weight normalization step. The normalized weight values are then used to calculate 

cosine similarity [6].  

The TF-IDF weight is calculated locally from the Post editing dataset using the word frequency as TF 

[13]. This method combines two concepts in calculating the weight: the frequency of a word appearing in a 

particular document and the inverse frequency of documents containing that word. The frequency of a word 

appearing in a specific document indicates its importance in that document [5]. The formulas for calculating 

TF-IDF are as follows [14]: 

              
  

        
 (2) 

  𝑑        
 

   
) (3) 

               𝑑     (4) 

 

Where D represents the total number of documents, d represents the specific document, t represents the 

specific term or feature in the document, W represents the weight of document d concerning term t, tf  
represents the frequency of term t in a document, idf  represents the Inverse Document Frequency, df  
represents the number of documents containing term t. 

 

2.4. Cosine Similarity 

Cosine similarity is an algorithm that can be used to calculate the similarity level between documents. 

Its basic principle involves measuring similarity in a vector space (vector space similarity measure). The 

cosine similarity algorithm uses keywords in a document to calculate the similarity between those 

documents, expressed in vector form [4]. One of the drawbacks of the Cosine Similarity method is its failure 

to consider word frequency in the document. This can lead to inaccuracies in measuring the level of 

similarity between documents. However, these limitations can be overcome by applying TF-IDF (Term 

Frequency-Inverse Document Frequency) weighting [15]. 

Cosine similarity is used to measure the degree of similarity between two vectors. In this method, the 

dot product of the two vectors is normalized by dividing it by the product of the Euclidean lengths of the 

vectors. Cosine similarity can be implemented to calculate the similarity between sentences and is a popular 

technique for measuring text similarity [8]. The formula used in cosine similarity [14]:  

 

         
   

| || |
 

∑        
 
    

√∑     
  

       √∑     
  

    

 (5) 

 

Where,   is vector A, to be compared for similarity,   is vector B, to be compared for similarity,     

is dot product between vector A and vector B, | | is length of vector A, | | length of vector B, and | || | is 

cross product between |A| and |B|. 

 

3. RESULTS AND DISCUSSION  

3.1. Dataset 

Prior to integrating the algorithm into the application, a dataset is essential as a critical component to 

assess the quality of the created recommendation system. In this project, the writers has curated two tourism 

area datasets in .csv file format from Kaggle as the data source. These datasets will be employed to evaluate 

the performance of the upcoming recommendation system within the application. 
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Fig. 1. Tourist Review and Rating Dataset 

 

Meanwhile, the second dataset focuses more on reviews and ratings given by users to tourist destination 

locations. So that this dataset consists of 5 columns, namely, category, name, location, rating, and review. 

 

 
Fig. 2. Tourism Destinations and Facilities Dataset 

 

The above dataset focuses on describing each destination and its facilities. This dataset consists of 

several columns, namely, imgurl, name, tag, description, location, price category type and facilities. 

 

 
Fig. 3. Merge Dataset 

 

From the two datasets that have been collected above, the writers combine the datasets to facilitate the 

preprocessing and data processing process. Datasets that have the same labels or columns will be dropped, 

leaving unique columns. so that unique columns remain. These columns are category, name, location, rating, 

review, imgurl, tag, price, type, and facilities. 
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3.2. Experiment 

Writers implementing the TF-IDF algorithm and cosine similarity for a destination travel article search 

feature, resulting in a picture as shown below. We have three conditions and three queries in the writer's 

experience. Condition 1 means that the program displays three search results articles, Condition 2 means five 

results articles, and Condition 3 means that the program displays ten search results articles. Here is an 

example of the utilization of TF-IDF and Cosine Similarity algorithms that have been implemented. 

 

 

Fig. 4. Searching Query  

 

In Figure 1, the writers utilized the query "wisata air terjun keren di lumajang" to evaluate the quality of 

the algorithms implemented in the current search feature. 

 

Fig. 5. Displaying 3 results 

 

In the first experiment, the results obtained were as shown in the above figure. Based on the figure, the 

recommended articles align with what the user or query desires. The highest similarity value is 0.36475 in 

record 95. 
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Fig. 6. Displaying 5 results 

 

In the second experiment, the writers limited the recommended articles to 5 and displayed the results in 

the above figure. Of the five recommendations, three align with what the user wants, which is "air terjun 

keren" in "Lumajang". However, the other two results slightly deviate from the user's intention. These results 

display articles with the term "air terjun keren" but in different locations that are not desired by the user, such 

as the cities of "Kediri" and "Batu". The highest similarity is found in record 95, with a value of 0.36475. 
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Fig. 7. Displaying 10 results 

 

In the third experiment, the writers attempted to display the top 10 most relevant data to the user's 

query. The above figure shows that the top 5 article data produce the same results as in the second 

experiment. This indicates the algorithm's consistency in generating the displayed recommendations. 

For the following five results, it can be observed that 4 out of 5 recommendations still deviate from 

what the user wants. Upon further analysis, these articles are related to the user's search query in terms of 
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description and review available in the dataset. However, the critical parameter of location is overlooked in 

the generated recommendations. 

An extension of this finding shows that while the algorithm can recognize content relationships and 

provide matching recommendations regarding descriptions and reviews, it still needs to consider the location 

factor. This parameter should be critical in generating recommendations more appropriate to users' needs and 

preferences. Thus, further efforts in integrating location aspects into recommendation algorithms can be a 

valuable step in improving the quality of recommendations. 

 

3.3. Result Comparison 

Here is an explanation and summary of the comparison, as well as the conclusions from the cosine 

similarity experiment that has been conducted: 

 

Table 1. Result Comparison 

 

Query 

 

Condition 1 Condition 2 Condition 3 

True True True 

1 3/3 3/5 4/10 

2 3/3 4/5 9/10 

3 3/3 4/5 5/10 

 

In Condition 1, the program presents three articles for each query. In this scenario, the program 

consistently displays all relevant articles for the given queries. This indicates that, for every query, all three 

displayed articles are relevant. 

Moving to Condition 2, the program exhibits five articles for each query. In this condition, the program 

still produces relatively satisfactory results, but there is some variation in the level of relevance. For Query 1, 

the program showcases three relevant articles out of the five displayed. As for Query 2 and Query 3, the 

program displays four relevant articles out of the total five exhibited. 

Transitioning to Condition 3, the program displays ten articles for each query. In this situation, there is 

an increase in the number of articles displayed, but with this increase comes a decrease in the level of 

relevance. For Query 1, the program only manages to show four relevant articles out of the ten displayed. 

Similarly, for Query 2, the program displays four relevant articles out of the total ten exhibited. Additionally, 

with Query 3, the program presents five relevant articles out of the ten displayed. 

Taken together, these experiment outcomes illustrate how the program provides article 

recommendations based on the number of articles displayed within a query. While the quantity of articles can 

influence the level of relevance, there is also variability that needs to be considered. 

 

3.4. Similarity Analysis 

Based on previous results, the writers analyzed the minimum and maximum similarity values obtained 

previously. In this analysis, the writers observed the lowest and highest similarity values that emerged in the 

previous experiments. 

After observing the lowest and highest similarity values, the writers noted patterns that emerged from 

these results. These findings provide further insights into how variations in similarity values can influence the 

generated recommendations. Furthermore, the writers will delve deeper into analyzing the contributing 

factors to these differences, such as content characteristics, similarity calculation methods, and the number of 

displayed articles. 

 

Table 2. Similarity Analysis 

 

Query 

 

Condition 1 Condition 2 Condition 3 

Max Min Max Min Max Min 

1 0.36475 0.34325 0.36474 0.32964 0.36475 0.29881 

2 0.12536 0.10401 0.12536 0.07865 0.12537 0.06966 

3 0.24671 0.23275 0.24670 0.21649 0.24671 0.18393 
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Based on the data table above, there is a decrease in the minimum similarity value as the number of 

displayed articles increases from Condition 1 to Condition 3. This indicates that the more articles are 

displayed, the lower the minimum level of relevance achieved. 

Although there is a decrease in the minimum similarity value, the maximum similarity value tends to 

remain stable or only fluctuates slightly between Condition 1 and Condition 3. This indicates that articles 

with the highest level of relevance remain relevant in all conditions. 

The difference between the maximum and minimum similarity values reflects the variation in the level 

of relevance among the displayed articles. The larger the difference, the higher the level of variation in 

relevance among those articles. 

 

4. CONCLUSION  

Based on the analysis, it can be concluded that the more articles displayed in the search results, the 

lower the minimum level of relevance achieved. However, articles with the highest level of relevance remain 

relevant in all conditions. It is important to note that other factors, such as the quantity and quality of the 

dataset used, can also influence the level of relevance. The larger and more complete the dataset, the more 

likely the model can find articles with high similarity. 

In the context of using the TF-IDF and cosine similarity algorithms in the destination travel article 

search feature, the analysis results indicate that conditions with fewer articles tend to provide more accurate 

and relevant results. However, deciding the number of articles to be displayed should consider user 

preferences and specific system requirements. This allows for appropriate adjustments to meet the desired 

needs and results in quality. Therefore, adjustments need to be made to achieve optimal relevance in 

searching destination travel articles, considering these factors. 
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